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Most Augmented Reality systems (e.g., Meta Quest 3 or Apple Vision Pro) can reliably track users' 
gaze and hand movements. They can also scan the environment to detect uncluttered, flat 
surfaces like walls and tables. However, they still struggle with the real-time tracking of physical 
objects or surfaces that are cluttered. This is a limitation that prevents the development of 
opportunistic interfaces where users could turn any object around them into a user interface. The 
HCI literature envisions such opportunistic interfaces [HEF08], with, for example, a soda can 
turned into a music player or a mug turned into a slider to control ambient light (see Figure 
above).


Some solutions exist to track objects in AR but they either involve adding markers to objects and 
surfaces [KBP00], or training the system with some knowledge of objects to track (e.g., 
[APP24,JSD23]). These methods come with significant costs such as instrumenting objects, 
acquiring data, implementing complex and resource-intensive recognition and tracking 
algorithms. An alternative consists of relying on hand tracking to detect hand activities that are 
specific to object manipulations and surface contacts. For instance, GripMarks [ZSF20] 
recognizes grasp postures that are specific to some objects but it works with a predefined set of 
objects only and still requires prior training.


In the ILDA team, we are working on alternative approaches that rely on hand activity tracking to 
detect object manipulations and surface contacts. Unlike methods that require object 
instrumentation or prior training, our approaches allow for real-time, opportunistic interactions 
without depending on predefined objects or user-specific data. Previous work like GripMarks 
[ZSF20] has explored similar methods, but these were limited to predefined objects and required 
prior system training. We have already developed techniques to track surfaces [DAR24] and 
objects [BAC_] through hand activity alone, but these methods still face challenges. Specifically, 
while our system can track the location of objects based on hand activity, it cannot yet infer the 

(Left) A soda can turned into a music player [ZSF20]. (Right) A mug 
turned into a slider to control ambient light intensity [FXJ23] 
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Figure 1: An overview of Ubi Edge system. (a)-(c) The user wants to author a TUI to control the color of the AR light bulb using
the rim of the cup. (a) Detected edge feature points are overlaid on the real edges. (b) A user slides along the top rim of the cup
to segment an edge as the input. (c) The user then connects the ’hue’ behavior of the virtual light bulb with the selected edge to
author an edge-based TUI. (d) Back in the real world, the user uses the �nger to slide on the cup rim to gradually change the
virtual bulb’s color. (e) Three more TUIs authored by Ubi Edge: (e-1) An AR medication reminder appears after the user clicks
the edge of a pill bottle’s cap. (e-2) The digital photo frame displays a new photo after the user slides down on the right side of
the photo frame. (e-3) An AR weapon shooting animation starts to play next to a toy aircraft after the user clicks an edge on
the wing.

ABSTRACT
Edges are one of the most ubiquitous geometric features of phys-
ical objects. They provide accurate haptic feedback and easy-to-
track features for camera systems, making them an ideal basis for
Tangible User Interfaces (TUI) in Augmented Reality (AR). We in-
troduce Ubi Edge, an AR authoring tool that allows end-users to
customize edges on daily objects as TUI inputs to control varied
digital functions. We develop an integrated AR-device and an inte-
grated vision-based detection pipeline that can track 3D edges and
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detect the touch interaction between �ngers and edges. Leverag-
ing the spatial-awareness of AR, users can simply select an edge
by sliding �ngers along it and then make the edge interactive by
connecting it to various digital functions. We demonstrate four use
cases including multi-function controllers, smart homes, games,
and TUI-based tutorials. We also evaluated and proved our system’s
usability through a two-session user study, where qualitative and
quantitative results are positive.
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Figure�1.� Gripmarks�explore�the�concept�of�transforming�an�object�a�user�is�already�holding,�such�as�a�soda�can�(a),�into�an�input�surface�for�mixed�
reality�by�recognizing�the�grip�through�hand�tracking�(b).�The�object�is�tracked�only�for�visualization�purposes�and�represents�a�real�object�in�simulated�
augmented�reality.� The�grip�is�recognized�as�a�cylinder�grip�and�the�surface�of�the�cylindrical�object�is�estimated�(c).� The�user�employs�an�activation�
gesture�on�the�estimated�surface�(d)�to�specify�the�size�and�location�of�a�simple�interface,�such�as�a�media�player�(e).�

ABSTRACT 
We�introduce�Gripmarks,�a�system�that�enables�users�to�op-
portunistically�use�objects�they�are�already�holding�as�input�
surfaces� for� mixed� reality� head-mounted� displays� (HMD).�
Leveraging�handheld�objects�reduces� the�need�for�users� to�
free�up� their�hands�or�acquire�a�controller� to� interact�with�
their�HMD.�Gripmarks�associate�a�particular�hand�grip�with�
the�shape�primitive�of�the�physical�object�without�the�need�of�
object�recognition�or�instrumenting�the�object.�From�the�grip�
pose�and�shape�primitive�we�can�infer�the�surface�of�the�object.�
With�an�activation�gesture,�we�can�enable�the�object�for�use�
as�input�to�the�HMD.�With�five�gripmarks�we�demonstrate�a�
recognition�rate�of�94.2%;�we�show�that�our�grip�detection�
benefits�from�the�physical�constraints�of�holding�an�object.�We�
explore�two�categories�of�input�objects�1)�tangible�surfaces�and�
2) tangible�tools�and�present�two�representative�applications.
We�discuss�the�design�and�technical�challenges�for�expanding
the�concept.
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•Human-centered� computing� ! Interaction� techniques;
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INTRODUCTION 
Mixed�reality�head-mounted�displays�(HMDs)�allow�users�to�
view�and�interact�with�virtual�content�while�mobile.�Though�
hand�and�controller�input�are�common�ways�for�users�to�inter-
act�with�their�devices�[17,�18,�20],�users�may�not�always�have�
their�hands�free�or�controllers�available.�Throughout�the�day,�
users�pick�up,�hold,�and�carry�a�variety�of�everyday�objects�
such�as�food�and�beverage�containers,�bags,�utensils,�and�other�
tools�[7].�These�objects�prevent�users�from�being�able�to�use�
their�hands�to�interact�with�their�HMDs,�yet� they�have�the�
opportunity�to�provide�inherent�passive�haptic�feedback�[15]�
for�hand�input.�

Prior�work�has�sought�to�opportunistically�leverage�existing�
objects�in�their�environment�as�tangible�props�[13,�14,�28].�
Although�such�work�demonstrates�the�promise�of�using�natural�
affordances,�they�often�require�object�recognition�and�tracking�
or�instrumenting�the�physical�objects�with�sensors.� In�this�
work,�we�take�a�different�perspective:�through�hand�tracking,�
which�is�becoming�popular�in�HMDs,�we�leverage�information�
about�the�user’s�hand�when�gripping�the�object.� We�believe�
how�the�user�grasps�an�object�can�reveal�opportunities�on�how�
an�uninstrumented�object�already�in�hand�can�be�used�[29].�

To�explore�the�feasibility�and�utility�of�enabling�tangible�inter-
actions�via�hand�grips,�we�developed�Gripmarks,�a�system�that�
enables�users�to�opportunistically�use�objects�they�are�already�
holding�as�mixed�reality�input,�reducing�the�need�to�set�aside�
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precise geometry of objects. This means the system cannot accurately map user interface 
elements, such as sliders or buttons, onto the object’s surface.


In this internship, we aim to overcome this limitation by designing hand gestures that provide the 
system with object geometry information. These gestures will go beyond the simple grip gestures 
and hand taps we currently rely on, considering two-handed actions and continuous movements.  
These gestures should be simple to perform yet provide some information to the system about 
the object so that it could map interactive pads, sliders and buttons on its surface. The candidate 
will work on the design and implementation of such hand gestures to support the implementation 
of opportunistic interfaces. The candidate will work with both the supervisors and the two PhD 
students from the team who have developed surface [DAR24] and objects [BAC_] tracking 
techniques that are based on hand tracking only.
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